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2024 OS 小作业 Ⅲ：
文件系统



前情提要

Unix v6 → xv6

只支持一种文件系统，在作业中我们将其称为 xv6fs



任务：

在 xv6 中实现类似于 Linux 的
虚拟文件系统（VFS）机制



为什么需要 VFS ？

在同一个操作系统中同时使用多个文件系统；
文件系统实现中有很多共性的、与具体文件系统无关的部分；

「LLVM 前端 / 后端」



为什么写 VFS ？

● 现代 Linux 中重要的一部分
● 经典的抽象方法
● 实现起来有一定的难度



什么是 VFS ？

● Virtual File System / Virtual Filesystem Switch / 虚拟文件系统
● 把系统上同时存在的所有文件系统包装起来
● 暴露像一个文件系统一样的接口（「虚拟」）
● 负责接收所有文件系统类的 syscall 并转发给具体文件系统



我还是不理解 VFS 是啥……



Read
The

Friendly
Manual

https://www.kernel.org/doc/html/latest/filesystems/vfs.html



好，我们究竟要干啥？



写一个 VFS 需要……

1. 设计一个 VFS 接口
2. 把相关 syscall 换成 VFS 接口
3. 把既有文件系统 port 到 VFS 上
4. 调试
5. 调试
6. 调试



写一个 VFS 需要……

1. 设计一个 VFS 接口 （我们提供）
2. 把相关 syscall 换成 VFS 接口
3. 把既有文件系统 port 到 VFS 上
4. 调试
5. 调试
6. 调试



下发代码
 https://git.sjtu.edu.cn/lyl/xv6-riscv

● 删除了部分不必要的特性
● 将文件系统相关代码移动到 /kernel/fs/
● 将 xv6fs 相关代码移动到 /kernel/fs/xv6fs/
● 将 xv6fs 相关 struct 重命名为 xv6fs_xxx
● 添加 /kernel/fs/vfs.h

其余部分与 MIT 版本 xv6-riscv 相同。



此次作业的流程 （暂定）

1. 修改 syscall handler 等函数，使 /kernel/fs/xv6fs/ 外不出现
「xv6fs」 的字样 （即替换为 VFS 实现）；

2. 修改 xv6fs，接入 VFS 接口（暂时不用考虑特殊文件的处理）；
3. 修改路径解析逻辑，处理 mount / umount；
4. 加入对设备文件和管道文件的处理；
5. 实现一个（非常朴素、无需落盘的）自定义文件系统。





时间安排 （暂定）   

第 9 周： 熟悉 xv6 中的文件系统
第 10 周–第 12 周： VFS 实现
第 13 周–第 14 周： mount 和特殊文件

第 15 周： 自定义文件系统



你可能想问……

● 可以改 VFS接口定义吗？
可以，但需要向助教申请。合理的修改均会通过。

● 给的接口不是很明确啊？
你应当自己明确接口的具体含义。（例如，调用时是否需要加锁？）

● 给的 VFS接口看不懂怎么办？
请参考 Linux 中对应接口的说明。如果看过之后还是不明白，请联系助教。

● 会有中期检查吗？
会。近期我会发一个具体的任务说明。



Q&A
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